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§1. Supporting Data and Figure

§ 1.1 Published Geodetic Estimates of Ice Sheet Mass Balance

Previously published geodetic estimates of ice sheet mass balance are summarised in Table S1. In total there have been 79 estimates of Greenland and Antarctic Ice Sheet mass balance from 29 publications dating back to 1998. These provide over twice as many estimates of the mass balance of the GrIS as compared to the AIS. These estimates span the period 1958 to 2010 and range between -246 Gt/yr and +27 Gt/yr for Antarctica, and between -308 Gt/yr and +10 Gt/yr for Greenland.

Table S1. Published mass balance estimates of the Greenland and Antarctic Ice Sheets derived using Altimetry, Gravimetry and IOM methods. Where only volume change was reported in the literature, a conversion to dm/dt has been made (95) using either the density of ice or water as indicated in the published articles. *(grounded ice) † (floating ice). See additional Excel Spreadsheet: Tables_S1_S3_S9_S10.

§ 1.2 Inter-comparison of Geodetic Estimates of Ice Sheet Mass Balance

Estimates of ice sheet mass balance determined using the individual satellite geodetic techniques over a common time period are presented in Table S2. None of the ice sheet sector (GrIS, APIS, EAIS, and WAIS) mass balance estimates derived from the individual techniques depart significantly from the mean value, given the respective uncertainty of the measurements. Once integrated, only the laser altimeter estimate of the combined GrIS and AIS ice sheet mass imbalance departs significantly from the mean estimate and, at $140 \pm 133$ Gt yr$^{-1}$, the departure is only marginally beyond the 1-sigma uncertainty range of the respective values. Nevertheless, there are noteworthy patterns in the distribution of mass balance estimates that warrant further discussion. The radar altimeter and GRACE estimates of mass balance are in general close, and closest to the mean estimate of mass balance in the regions where both measurements coincide. The laser altimeter estimates of ice sheet mass balance are generally higher (more positive) than all other estimates. The input output method estimates of ice sheet mass balance are generally lower (more negative) than all other estimates. Despite these patterns, there is no evidence to support the existence of a systematic bias between the measurement techniques, given their respective uncertainties. The relatively large variance between the individual estimates of ice sheet mass balance can be attributed mainly to the relatively short time period of the observations, during which (i) fluctuations in surface mass balance are typically large and, consequently, relatively difficult to characterise, and (ii) uncertainties of trends derived from the geodetic measurements themselves are relatively large also.
Table S2. Ice sheet mass balance estimates determined using the individual satellite geodetic techniques of the input-output method (IOM), radar altimetry (RA), laser altimetry (LA), and gravimetry, and over the period October 2003 to December 2008 during which all techniques were in operation. Also shown is the arithmetic mean of each individual result available for a given region, and the combined imbalance of the AIS and the AIS plus the GrIS, calculated as the sum of estimates from the constituent regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>IOM mass balance (Gt/yr)</th>
<th>RA mass balance (Gt/yr)</th>
<th>LA mass balance (Gt/yr)</th>
<th>Gravimetry mass balance (Gt/yr)</th>
<th>Average mass balance (Gt/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GrIS</td>
<td>-284 ± 65</td>
<td>-</td>
<td>-185 ± 24</td>
<td>-228 ± 30</td>
<td>-232 ± 23</td>
</tr>
<tr>
<td>APIS</td>
<td>-36 ± 17</td>
<td>-</td>
<td>-28 ± 18</td>
<td>-21 ± 14</td>
<td>-28 ± 10</td>
</tr>
<tr>
<td>EAIS</td>
<td>-30 ± 76</td>
<td>22 ± 39</td>
<td>109 ± 57</td>
<td>35 ± 40</td>
<td>24 ± 36</td>
</tr>
<tr>
<td>WAIS</td>
<td>-77 ± 38</td>
<td>-54 ± 27</td>
<td>-60 ± 39</td>
<td>-68 ± 23</td>
<td>-67 ± 21</td>
</tr>
<tr>
<td>AIS</td>
<td>-142 ± 86</td>
<td>-</td>
<td>21 ± 81</td>
<td>-57 ± 50</td>
<td>-72 ± 43</td>
</tr>
<tr>
<td>GrIS + AIS</td>
<td>-427 ± 108</td>
<td>-</td>
<td>-164 ± 84</td>
<td>-285 ± 80</td>
<td>-304 ± 49</td>
</tr>
</tbody>
</table>

.§ 1.3 Cumulative Ice Sheet Mass Change
Cumulative curves of ice sheet mass change as determined by individual geodetic techniques are presented in Fig. S1
Figure S1. Cumulative ice mass change of West Antarctica, East Antarctica, Greenland and the Antarctic Peninsula (WAIS, EAIS, GrIS and APIS respectively), as observed by the Input-Output Method (IOM), GRACE, ICESat and Radar Altimetry (RA). Each time-series is offset so that the observed mean cumulative mass matches that of our reconciled estimate over the same period (Fig. 5). A 13-month moving average is applied to the IOM, RA, and GRACE data.

§2. Definition of Ice Sheet Drainage Divides

The definition of ice sheet drainage divides is an important consideration when developing estimates of ice sheet mass balance. Satellite altimeter estimates of mass balance are typically determined by integrating measurements of elevation changes that fall within the lateral extent of the ice sheet. IOM estimates of ice sheet mass balance are typically determined by integrating estimates of surface mass balance that fall within the lateral extent of the ice sheet, and then subtracting the ice discharge that is transported
across the boundary. In some cases, it is not possible to compute estimates of ice transport across the true boundary, and so an alternative flux gate is defined elsewhere, leading to an error associated with the omission of measurements. Satellite gravimetry estimates of ice sheet mass balance are typically determined by integrating measurements of gravity fluctuations occurring within a region that is larger than the ice sheet lateral extent, to account for the relatively low spatial resolution of the sensor. Accuracy (or consistency) in the definition of ice sheet lateral extents is of most importance when developing estimates of mass balance using the technique of satellite altimetry or the input-output method.

A principle objective of this study was to develop estimates of ice sheet mass balance using common spatial and temporal domains. To achieve this objective, we attempted, where possible, to utilise common definitions of the lateral extents of ice sheet sectors. In the case of the Antarctic Ice Sheet sectors, all groups utilised common definitions of the ice sheet lateral extent when aggregating their geodetic datasets. The relatively small size of the Greenland Ice Sheet did, however, preclude such an approach. Instead, a variety of definitions were employed to delineate the lateral extent of the ice sheet. In the following sections we describe the detailed definitions employed in this study.

§2.1 Antarctic Ice Sheet Drainage Divides

Historically, drainage sectors and the division of the Antarctic Ice Sheet into East, West and the Peninsula have been based on the original definition of (111) (e.g. (55,59)). Using a 111 km resolution DEM and hand drawn flow lines that were produced by (112), (111) segmented the AIS into 26 physiographically distinct sectors. This definition centred on the initial separation of the ice sheet into six major sectors, identified on the basis of the routing of ice to major ice shelves or the periphery of the continent. Subsequent redefinitions and classifications of the AIS sectors as components of the EAIS, WAIS and APIS have also been based on the location of the glacier outlets (e.g. (55)). However, the most recently produced map of AIS drainage sectors by (113) offers an alternative basis for defining the EAIS, WAIS and AP. Using a 500 m resolution DEM derived from ICESat observations they identified 27 drainage sectors (113). These sectors were assigned to the EAIS, WAIS and APIS based on the provenance (rather than the destination) of the ice, and their definition divides the EAIS and WAIS along the Trans-Antarctica Mountains (Fig. S2).

The map of (113) was chosen as the primary basin map for this project on the basis that it offers the most recent sector definitions and a preferred division of the EAIS and WAIS. All gravimetry and altimetry results reported here have used the (113) basin definitions. The reported IOM results for Antarctica were calculated using the basin map of (55). By comparison to the map of (113), the map in (55) includes a larger number (65) of smaller basins. The basins in (55) have been grouped to match the basins in (113) as closely as possible in Table S3. For this project the segregation of the AIS into East, West and the Peninsula according to (55) was modified so that the Foundation Glacier basin was included within East Antarctica, thereby maintaining consistency with (113) (Fig. S2 a&b).
Figure S2. A) The most recent definition of AIS basins by (113) based on a 500 m resolution ICESat DEM and including 27 sectors. The division of the ice sheet into the EAIS, WAIS and APIS are shown in red, green and blue respectively. B) The 65 drainage basins of (55) and their assignment to the EAIS, WAIS and APIS (colours as in A). Note that FOU is now included in WAIS. The white areas in this map indicate regions of ice not included within the survey and referred to as “omission areas” in the text. Basin name abbreviations are as used by (55).

Table S3. The drainage basins of (55) as assigned to the drainage sectors of (113) and the EAIS, WAIS and APIS regions used within this project. Basin name abbreviations are as used by (55). See additional Excel Spreadsheet: Tables_S1_S3_S9_S10.

§2.2 Greenland Ice Sheet Drainage Divides

A range of commonly accepted definitions exist for the lateral extent of the Greenland Ice Sheet. In this study, it was not possible to use identical domains for this ice sheet due to the manner in which low-level datasets from the groups involved have been historically developed. Instead, three different sets of Greenland Ice Sheet drainage divides were employed; two during the calculation of satellite altimetry estimates of mass balance, and a further one during the calculation of input output method estimates of mass balance. The average area of the three Greenland Ice Sheet classification schemes was 1,709,420 ± 32,273 km².

A first satellite altimetry estimate of Greenland Ice Sheet mass balance was computed using a definition of the ice sheet lateral extent based on ICESat altimetry (113) drawn on surface vector maps derived from the 1-km DEM of Greenland developed from ICESat/GLAS data (114; 115). This definition resulted in the identification of 19 separate drainage basins, with a combined area of 1,722,572 km². A second satellite altimetry estimate of Greenland Ice Sheet mass balance was computed using a definition of the ice sheet lateral extent based on a cartographic land classification scheme (116). This definition resulted in the identification of an ice sheet with an area of 1,672,650 km², and an area of surrounding ice caps of 98,600 km², yielding a combined ice covered area of 1,771,250 km².

Input-output method estimates of Greenland Ice Sheet mass balance were computed using a definition of the ice sheet lateral extent based on the delineation of 84 discrete glacier drainage systems (18). These drainage systems are defined relative to flux gates where ice thickness data are available for the computation of ice discharge, extended to the ice position of glacier fronts as defined in satellite imagery. The combined area of these basins is 1,610,266 km², and mass imbalance from intervening regions is estimated using an extrapolation scheme (see Section 7.4), leading to an overall survey area of 1,733,044 km².

§3. Surface Mass Balance Evaluation and Uncertainties

SMB estimates for the AIS and GrIS are from the RACMO2 Regional Atmospheric Climate MOdel (22) over the period 1979 to 2010, with horizontal resolution of 27 km (AIS) and 11 km (GrIS). We distinguish spatial and temporal uncertainty in SMB
estimates. The spatial uncertainty of RACMO2 accumulation (total precipitation minus sublimation) has been assessed through comparison with 310 (GrIS) and 1850 (AIS) in-situ accumulation observations, mostly from shallow to medium-deep firn cores with a well-dated horizon. The procedure allows for measurement uncertainties in the observations, and iteratively searches for the accumulation uncertainty in the model output, assuming that the difference between model and observations is normally distributed (28). To go from an uncertainty estimate for accumulation to that in SMB, the uncertainty in meltwater runoff must be quantified. Runoff is very small on the AIS, and its contribution to the uncertainty in the SMB is neglected. For the GrIS, no direct runoff estimates are available, and a constant uncertainty of 20% to modelled runoff has been assigned.

Because snowfall fluctuations are poorly resolved in observational datasets, the temporal SMB uncertainty is assessed through comparison of RACMO2 with global atmospheric reanalyses (16). We only do this for the AIS, because the GrIS topography and hence SMB is poorly resolved in coarse-gridded GCMs. Our assessment of the temporal uncertainty in AIS SMB is based on a comparison between SMB data from RACMO2 and those from three global reanalyses: the European Center for Medium-range Weather Forecasts (ECMWF) ERA-Interim (117), which is also used to drive the boundary conditions of RACMO2 (61); the National Centers for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) (118); and the National Aeronautics and Space Administration (NASA) Modern Era Retrospective-Analysis for Research and Applications (MERRA) (119). For the three reanalyses, SMB is approximated as precipitation-minus-surface sublimation (P–S), which neglects other SMB components simulated by RACMO2, such as drifting snow processes and meltwater runoff. These additional terms, however, represent less than 7% of the integrated SMB in Antarctica and show little temporal variability (61). This variability is therefore well accounted for by P–S.

As previously shown (19), the results from a regional climate model simulation are influenced by its driving reanalysis. This also implies that the regional simulation may be subject to the same problems as those present in the reanalysis. With regards to the temporal variability, the most important issues relate to changes in the observations assimilated into the reanalysis and may be manifested as discontinuities or spurious trends in some atmospheric fields (120-122). When they occur, such issues are often particularly pronounced over the Southern Ocean (the moisture source for Antarctic precipitation) given the extreme sparsity of conventional observations in this area. These problems have been found (to various degrees) in all contemporary global reanalyses, including ERA-Interim (117, 123), CFSR (118,122,124), and MERRA (122,125,126).

Owing to a spurious sharp increase in precipitation in MERRA over the Southern Ocean in the late 1990s/early 2000s, we do not use data from this reanalysis prior to January 2003 (MERRA is used only in Fig. 2, not in the supporting figures and table discussed below). Similarly, because the precipitation fields from the other reanalyses may be affected by the introduction of the SSM/I observations in 1987, we do not use data from ERA-Interim nor CFSR prior to January 1989.

Fig. S3 shows the cumulative SMB anomalies derived from RACMO2, ERA-Interim, and CFSR for the three main Antarctic regions. Cumulative anomalies are used here as they represent the input term in the IOM, when this method is compared to GRACE (see
Fig. S1). Further details on the methodology are provided in the supplementary information from (5). Since the complex topography of the APIS is not necessarily well captured by the model grid resolutions (ranging from $\sim 38$ km in CFSR to $\sim 80$ km in ERA-Interim), the results for this region (Fig. S3c) should be interpreted with caution. We note that, on scales of a few years, the three datasets are often highly correlated with each other. The uncertainty of the trends in the SMB product was estimated, as in ref. (5), by varying the baseline period used to compute the anomalies. A total of twenty 20-year baseline periods were randomly selected within 1980-2010, yielding 20 sets of anomalies, cumulative anomalies, and trends per dataset and per Antarctic region. In each instance, the trend uncertainty was estimated as two standard deviations (2\(\sigma\)) of the 20 trend values. The overall trend and uncertainty for each region were finally calculated as the average of the values obtained with the three datasets, i.e., the average trend as the arithmetic average of the trends, and the average uncertainty as the root mean square of the average of the squared uncertainties. The envelopes of cumulative SMB anomalies generated with this method are shown in Fig. S3. The corresponding trend/uncertainty values are shown in Table S4.

![Figure S3](image-url)

**Figure S3.** Monthly cumulative SMB anomalies in Gt for the three Antarctic regions from RACMO2 (green), ERA-Interim (red), and CFSR (blue). The grey shaded envelopes (one shade per dataset) represent the different sets of cumulative anomalies generated by varying the baseline period (see details in the text). The coloured lines represent the respective means of the three envelopes. A three-month running average is applied to the time series.

The large inter-annual variability in snow accumulation is an additional source of uncertainty to consider when assessing the trends in Antarctic SMB. This variability is
clearly apparent in Fig. S3 and has been documented in a number of studies \( (61,122,127) \). It is also illustrated in the regional case study presented in Fig. 2. It follows that trend values are highly sensitive to the length of the period over which they are calculated (Fig. S4). Notably, despite some inter-model differences, Fig. S4 shows that the range of the trends rapidly increases for temporal windows shorter than 10 years.

![Figure S4](image.png)

Figure S4. Standard deviations of the trends in cumulative SMB anomalies (Gt/yr; y-axis) calculated for different temporal windows (years; x-axis) within the 1989-2010 period. The results are shown for EAIS (a), WAIS (b), and APIS (c) using monthly cumulative SMB anomalies from RACMO2 (green), ERA-Interim (red), and CFSR (blue) (these cumulative anomalies are those shown in Fig. S3). Note that the number of trend values used to calculate the standard deviations decreases as the number of years increases (e.g., 21 values for 3-year windows; 7 values for 16-year windows).
Table S4. Trends in cumulative SMB anomalies for the three Antarctic regions from RACMO2, ERA-Interim, and CFSR. For each dataset and region, the uncertainty ($\pm 2\sigma$) was estimated by varying the baseline period used to compute the SMB anomalies (see details in the text). The trends are shown for two periods: Oct. 2003 – Dec. 2008 (as in Table S1); and Jan. 1992 – Dec. 2009 (same start year as Table 1, col. 2). For the ‘mean’, the trend represents the arithmetic average of the values derived from the three datasets. The average uncertainty is calculated as $\sqrt{\frac{1}{3}\sum \sigma^2}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Trends in cumulative SMB anomalies (Gt/yr)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Period: 10/2003 – 12/2008</td>
<td>EAIS</td>
<td>WAIS</td>
<td>APIS</td>
<td>EAIS</td>
<td>WAIS</td>
</tr>
<tr>
<td>RACMO2</td>
<td>-55 ± 20</td>
<td>55 ± 20</td>
<td>-13 ± 8</td>
<td>-14 ± 20</td>
<td>0 ± 20</td>
<td>1 ± 8</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>-24 ± 20</td>
<td>24 ± 14</td>
<td>-4 ± 6</td>
<td>-9 ± 20</td>
<td>8 ± 14</td>
<td>1 ± 6</td>
</tr>
<tr>
<td>CFSR</td>
<td>-58 ± 22</td>
<td>35 ± 18</td>
<td>12 ± 10</td>
<td>-4 ± 22</td>
<td>16 ± 18</td>
<td>10 ± 10</td>
</tr>
<tr>
<td>Mean</td>
<td>-46 ± 21</td>
<td>38 ± 18</td>
<td>-2 ± 8</td>
<td>-9 ± 21</td>
<td>8 ± 18</td>
<td>4 ± 8</td>
</tr>
</tbody>
</table>

§4.GIA Models

In this section we provide supporting materials to describe and support our choice of the GIA models used for the GRACE and Altimetry components of the analysis. All of the models used for Greenland have been previously published. Hence, in §4.1 we briefly outline the models used for this region. The majority of this section, however, focuses on the GIA models we adopted to provide GIA results for Antarctica - a revised version (R2) of the IJ05 post-glacial rebound model for Antarctica (41) and a new model (W12a) (35) – with most of the discussion focusing on the former since it has not yet been published. Both approaches built upon the work of (41) (i.e., model IJ05_R0), but they are entirely independent and the W12a model, in contrast to IJ05_R2, is based on a glaciological model that simulates ice flow dynamics (40) and the Earth model component is calibrated to a regional (Antarctica) relative sea-level data set (35). Both models, and their variants, make use of the existing glacial geological and glaciological data for improved fidelity in time and space of Antarctic ice extent over those of global models, most notably the widely used ICE-5G (v1.2) (39).

In §4.1 we define the GIA models used for Greenland. In §4.2 we briefly outline the new geological and geomorphological data integrated into the revised Antarctic ice history models, and in §4.3 we describe the computation of glacial isostatic adjustment with W12a and IJ05_R2. Finally, in §4.4 we show how the Antarctic models are constrained using new Global Positioning System (GPS) data and how new corrections for GRACE trends are developed.

It is important to note the difference between GIA and post-glacial rebound (PGR). The term post-glacial rebound (PGR) refers to the land rising back to its position as it was prior to surface loading by an ice sheet. Glacial isostatic adjustment (GIA) is a more...
general term that encompasses all of the processes related to the response of the solid Earth to late Quaternary land ice evolution (such as changes in Earth rotation and the geopotential). Given that this process leads to regional land subsidence in many regions at present, including parts of Antarctica, it is appropriate to adopt this more general terminology here.

§4.1 Greenland GIA models

We adopt results from three recent studies (36-38). In one of these studies (37), the ice history was calibrated using a single Earth viscosity model and so, in this case, only one ice-Earth model combination was considered: ICE-5G/VM2 (39). In the other two studies (36, 38), results indicated that quality data-model fits were achieved with a small suite of Earth viscosity models for the optimum ice history. We consider these proposed viscosity models to quantify GIA model uncertainty. In both of these studies, the Earth viscosity models were parameterised into three regions: (1) an outer shell of high viscosity to simulate the lithosphere; (2) an upper mantle region of uniform viscosity from the base of the model lithosphere to the 660 km seismic velocity discontinuity and (3) a lower mantle region extending from 660 km depth to the core-mantle boundary. Based on the results in (38), we considered a total of 27 Earth models that sampled the following parameter values: lithospheric thickness, $h$ (values of 50, 80, 100 km); upper mantle viscosity, $\eta_{\text{UM}}$: $2, 4, 5 \times 10^{20}$ Pas; lower mantle viscosity, $\eta_{\text{LM}}$, $(5, 10, 20 \times 10^{21}$ Pas). An Earth model with the intermediate values of these parameters provided the best fit. Based on the results in (36), we adopted the following eight parameter sets ($h$ (km), $\eta_{\text{UM}}$ ($\times 10^{20}$ Pas), $\eta_{\text{LM}}$ ($\times 10^{21}$ Pas)) that provided equivalent fits (95% confidence) to the relative sea-level data considered: (96/3/2), (96/5/5), (96/5/8), (96/5/10), (96/8/5), (120/5/1), (120/8/1), (120/10/1). Of these eight Earth models, 120/5/1 produced the optimum fit. Thus, the GIA model uncertainty for Greenland is based on a total of 36 ice-Earth model combinations. For information on how these predictions we used to correct the Altimetry and GRACE data, see §5 and §8, respectively.

§4.2 Integration of new data

Over the last 8 to 10 years there has been a substantial increase in the number and distribution of new constraints on past changes in Antarctic ice extent. (40) incorporated data from 62 locations, related to the timing and magnitude of past ice height differential values (IHD), into their ice model. The new IJ05_R2 used data from all of these locations, but did not revise the Antarctic Peninsula history due to the complications of the Little Ice Age (73,128) and a strong north-south viscosity gradient inferred in this region, with very low viscosity to the northern tip of the Antarctic Peninsula (129). Fig. S5 shows a small sample of the locations of the new data used that are common to both models. Important sites including Mac. Robertson Land (e.g. 45), Talos Dome, Dome Circe (‘C’) and Dome Fuji, have provided new information on ice retreat, thickness and volume, and rates of thinning and accumulation over the past 21 ka. Full accounting of the data and locations are given in (40), Table 1 and Fig. 1, therein. These new data suggest that the volume of ice at the LGM was considerably smaller than previously thought (45,130). A major breakthrough in understanding ice thickness changes in East Antarctica came from detailed snow accumulation modelling of ice core annual layers. In the Talos Dome region, for example, estimates suggest that the maximum ice sheet
elevation was reached between 17.0-12.7 ka and diminished to present-day values by 7 ka, the total variation being limited to roughly 170 meters of positive IHD (e.g., (131), Table 5 therein).

Figure S5. Cut-away of the Antarctic ice sheet from recent CryoSat data with bottom topography and sea ice. Some $^{10}$Be-dated sites are shown where new geochronological constraint data have been derived (post-IJ05). Ice core locations that contribute to accumulation and ice divide migration constraints are also shown. (Image credit: CPOM/UCL/ESA/Planetary Visions, 2012).

While the two new ice models (W12a and IJ05_R2) use largely the same data as constraints, the two are formulated in entirely different ways. The model approaches are briefly summarized here, but the reader should consult (41,132-133) for greater detail on IJ05_R2 and (35,40,134) for greater detail on W12a.

§4.1.1 Synopsis of the W12a Model Approach and Results

The approach by (35,40) has the following essential components:

- Used a three-dimensional, time-dependent, shallow-ice approximation code that is documented by (135).
- Initialization used a 50 ka spin-up so that near-equilibrium was achieved for the Last Glacial Maximum (20 ka)
- Basal sliding parameters of the model were varied in a series of model runs, developing an ensemble suite, from which ‘best-fitting’ models could be determined (also see (134)).
A series of five masks defining the model boundaries (ice sheet grounding lines) were developed for time-slices 20, 15, 10, 5 and 0 ka, on the basis of marine geological data from the continental shelf (e.g., (136)).

The numerical ice sheet model was used to determine transient ice sheet configurations for the post-LGM time-slices listed above, and linear interpolation was used to generate 1 ka time-slices for input into the GIA calculations. Ice load changes outside the Antarctic Peninsula were set to zero after 2 ka.

The definition of a ‘best-fit’ model run included both comparisons to the IHD data inferences from glaciological geological records and to the present-day ice sheet surface heights.

While a flexural rigidity with a single relaxation time was used to approximate mantle plus lithosphere behaviour in order to compute the vertical position of the Earth’s crust at each time step when developing the ice model of (40), the calculations in a second part of this study used the ‘best-fit’ ice models and a wider range of Earth structure models in an attempt to match relative sea-level (RSL) data time-series at 8 sites on the continent and 6 sites in the Antarctic Peninsula. Nearly 300 Earth structure models were run varying upper mantle and lower mantle viscosity and lithospheric thickness, in an attempt to determine the optimum fit to the RSL data.

As described in (35), a modification was made to the final 1 ka of Antarctic Peninsula ice history to better fit the GPS trend data at sites on the Antarctic Peninsula, after correcting for elastic effects using the mass flux elastic model of (34). The main outcome is that a single, optimum ice model, W12a, could be derived and has been generated by use of numerical ice sheet modelling and data assimilation.

§4.1.2 Synopsis of the IJ05_R2 Model Approach and Results

The methods used for IJ05_R2 have evolved from the work described in (132) and (41). However, these are considerably less refined than those employed by (35,40), although both models adhere to the glacial geological data constraints. There are sufficient differences between the two approaches for an inter-comparison of resultant GIA-corrections for GRACE analysis of mass balance trends to be indicative of the whether or not the new models produce a clear improvement in the correction. The following are the main IJ05_R2 assumptions that differ from those of W12a:

- The model is ‘quasi-static’ in that the model lacks both flow dynamics and explicit accumulation flux, though the temporal variability of the latter is accounted for.
- The grids are formed by 455 spherical caps of varying radii. The height of each cap is the estimated IHD, with isostatic adjustment approximated as fractional values of isostatic equilibrium. Over land that is presently covered by ocean or an ice shelf, loads are set to zero if, at the time of maximum glacial extent, the grounded ice mass did not exceed a value sufficient to have produced an incrementally larger radial stress at the ice-bedrock interface. Calculations by (133) show this to be a fairly accurate approximation.
- Where available, geochronological data, and past grounding line position data, are applied directly to each grid at nine times after the LGM (assumed to be 21 ka).
(The time slices in IJ05_R2 may be seen in Fig. S6). Linear extrapolations are applied to time periods when no chronological data exists, and further linear interpolations are used to decimate the model into 1 ka increments for the purposes of GIA runs. The model is terminated at 1 ka, and all IHD values are set to zero at this model time.

- The model reconstruction is biased to large IHD values at each of the 10 time slices (including the LGM). The bias allows interpretation of the model as maximum in volume among competing ice forward models that obey the constraints provided by the IHD data. In Mac. Robertson Land, many of the IHD constraints are located within 100 km of one another, and each may be discrepant by a factor of 2, or more. Because of this, we bias the cap-approximated grid estimate to the largest positive IHD value.

- Regions that lie far from the coastline of East Antarctica and from ice core sample locations are poorly constrained in IHD value, and hence, poorly constrained in volume. For these regions ice domes, and not depressions, reaching ice flow equilibrium values are assumed. No massive (kilometre thick, or thicker) ice domes supported by accumulation are inferred in this extrapolation, as flow and accumulation modelled ice core data do not support such LGM dome formation anywhere in Antarctica (137-141).

Far-field post-glacial relative sea-level studies, such as those incorporated into the global analysis in the ICE-5G model by (39), use the Antarctic Ice Sheet (AIS) as the primary southern hemispheric source for model continent-to-ocean water mass exchange. Similarly, a large Antarctic component of melt-water is assumed in the far-field regional analyses of (142) using the ANU series of models. The total AIS exchange in such models is two to three times larger than that inferred from the models of (35) and (40), and IJ05_R2. Fig. S6 shows the melt-water transport in eustatic sea level equivalent as a function of time, sourced from the Antarctic continent and continental shelf above the ice freeboard. We also show the model published in (45), denoted M11. There is fairly discrepant total transfer at any given time slice among W12a, IJ05_R2 and M11. In fact, the ensemble simulations that deviated from the IHD data by less than 1-δ may have 3-meter level differences in total water transfer, owing to uncertainties in the IHD constraint data (35,40). A comparison of the ICE-5G AIS PGR-load at 20 and 9 ka reveals that it is a factor of 2.1 and 3.3 times larger than the nearest competing models, respectively. Each of the competing models (W12a, M11, IJ05_R2) incorporate the 10Be, 26Al exposure dating of glacial erratics that form the backbone of the new constraints on IHD that are not included in ICE-5G. For a comprehensive review of the details of this type of analysis we refer the reader to (143).

It cannot be overemphasized how different the new models are from ICE-5G: the most remarkable difference between the new and old models is revealed in Fig. S6 at 9-10 ka between ICE-5G, and W12a, the former ice load being 13 times larger than the latter at this time. The reduction in total AIS mass loss in comparison to the Antarctic component of existing global models (ICE-nG and ANU series) will force adjustments to future global sea-level models.
Figure S6. Excess AIS volume (relative to present) in terms of eustatic equivalent sea-level (e.s.l.). (For example, the excess volume increases in the M11 model by about 2 meters e.s.l. between 20 and 14 ka). M11 is the model published in (45). W12a is the (35,40) model and IJ05_R2 is the model of Ivins et al., described here. Only the ICE-5G model, used in many Antarctic GRACE studies for PGR-correction, does not use the recent geological constraint data. Note that large discrepancies remain between models that incorporate the new geochronological data, although all are substantially reduced in the melt-water component in comparison with ICE-5G.

§4.2 Computation of GIA: IJ05_R2 and W12a

§4.2.1 Model background

For the computations of the predictions of Earth response to the IJ05_R2 load history model, a spherical code with ocean loading and self-gravitation for a layered mantle has been used. The model is incompressible, has a fluid stratified core, uses a Maxwell viscoelastic linear rheology, and is formulated in the time domain, using matrix-constructions of the analytic solutions for homogenous mantle layers and continuity conditions on displacement, stress and perturbed gravitational potential at each boundary. The equation system is derived from the Lagrangian form of the perturbation equations for mass and momentum conservation, gravitational-potential and constitutive equations. The matrix-system of interface conditions is solved as an eigenvalue-eigenvector problem without the use of propagator matrices. The numerical code reduces to one that solves an
initial-value problem for ordinary differential equations using the method described in (144). Extensions of the method have been explored by (145).

The code employed by (35) uses the same basic form of the perturbation equations, but additionally accounts for material compressibility of the solid Earth, and incorporates ocean loading via solutions to the Sea Level Equation that include the gravitationally-coupled displacement of the ocean floor (146). The effects of rotational feedback, as described in (147), are also included. (73) also incorporates ocean loading, but does so with no iterative solution of the formal Sea Level Equation.

For each model calculation there is a predictive set of quantities: \( u_r(\theta, \varphi, r, t) \) and \( \partial_t \Phi'(\theta, \varphi, r, t) \), where \( u_r \) is the radial bedrock velocity and \( \partial_t \Phi' \) is the time derivative of the external potential field caused by deformation throughout the Earth, including at the surface, \( r=R_e \). For both the IJ05_R2 and W12a model runs the predicted values at present-day \( (t_{pd}) \) of \( u_r(\theta, \varphi, R_e, t_{pd}) \) and \( \partial_t \Phi'(\theta, \varphi, R_e+a', t_{pd}) \) may be compared to GPS monitoring of vertical bedrock motions and to spacecraft accelerations at altitude \( a' \), respectively. The use of such solutions with GRACE data is straightforward: each of the analysis center releases are in terms of spherical harmonic coefficients, \( C_{lmj} \), and can be directly compared to the expansion coefficients, \( GIA C_{lmj} \), that are formed from each GIA computation (see (73), equation 8, therein). The W12a model computations have the added advantage that they may be used to compare model predictions with RSL data, and this aids in limiting the Earth structure model space to those which best fit the latter data set (35). This is a fundamental difference in the computations of IJ05_R2 and (35), and it influences the spatial variability of the GIA-correction and inference of mantle viscosity. However, the continent-wide correction does not seem strongly influenced. There is an additional computational difference that should be of note for future study: the W12a and IJ05_R2 series assume the end of model loading/unloading to be 0.1 and 1.0 ka, respectively. Both W12a and IJ05_R2 are ice models that are free from assumptions of Earth rheology.

§4.2.2 Model calibration

In calculating the model output, \( u_r(\theta, \varphi, R_e, t_{pd}) \), for a wide host of plausible upper and lower mantle viscosities, and lithospheric thicknesses, we may compare the modelled results to observed GPS station values. Only the highest quality GPS data capable of resolving secular vertical crustal motion were used in the analysis for IJ05_R2, limiting the number of stations outside the Antarctic Peninsula to 18. (35) compared model results to 35 stations and include stations in the Antarctic Peninsula. Both analyses used trends reported in (34). However, for the purposes of the Ice sheet Mass Balance Inter-comparison Exercise (IMBIE) exercise, the IJ05_R2 results shown in Fig. S7 use the solutions for vertical displacement rates with no elastic correction. These corrections can only be derived from the ice mass balance trends determined by satellite methods. The spherical harmonic truncation for uplift predictions occurred at degree and order 256. Both analyses assume a melt-water far-field history derived from the northern hemispheric component of ICE-5G. ICE-5G (39) is the ‘standard’ ice model recommended in GRACE releases (148). Use of ICE-5G is important in that the loading of the adjacent ocean is consistent with global postglacial sea-level change and it ensures that the low order spherical harmonic field is captured in the predictions. According to tests performed by (133) for IJ05 and ICE-5G,
higher order sea-level loading effects are likely to have a negligible impact on results derived for space-gravimetric and altimetric GIA-corrections.

§4.2.3 GRACE correction

As noted above, each well-performing model \( u_r(\theta, \varphi, R_e, t_{pd}) \) has a unique counterpart: \( GIA_{C_{lmj}} \) and those predictions form the sought-after GIA corrections. It is important to point out the level of improvement in such GIA predictions: a new GPS data set, rich in both space and time (34), has been used to constrain or test the ice forward models. These GPS data had previously not been used to constrain any of the models for GRACE or space altimetry correction.
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Figure S7. IJ05_R2 ice model Earth response predictions for lithospheric thickness \( h = 65 \) km. Left panel (a) shows absolute mean differences to 18 GPS vertical trends selected from (34). Best performing solutions are shown at the lower left of (a), where contour values are below 0.2 mm/yr. Using the same GIA model runs, corresponding corrections (Gt/yr) are shown in the right panel (b). The values were computed using the averaging kernel technique described in (149), with scale factor of 1.256, no degree 1-terms, truncation at degree and order 60, and Gaussian isotropic filter radius of 300 km.

In the parameter study undertaken for IMBIE, with constraint by GPS vertical motion data (e.g. (34)), we were able to determine a new set of optimum GIA corrections. These corrections are shown as a comparison to the absolute mean uplift (left frame, a) and in Gt/yr mass rate equivalent (right frame, b) in Fig. S7. Use of a Chi-squared comparison for each of the 18 station uplift data leads to the same conclusion: that the GIA correction is robustly confined to the range given in the box on the lower left of (b) in Fig. S7. This bounds the GRACE GIA-correction to between 40-65 Gt/yr.
Figure S8. The optimum IJ05_R2 and W12a model corrections vs. the past IJ05 and ICE-5G corrections employed for GRACE Antarctic ice mass balance analysis. Model GIA calculations of IJ05 and ICE-5G assume two lithospheric thicknesses ($h = 120, 65$ km) and two upper mantle viscosities; $\eta_{UM} = 1 \times 10^{20}$ Pa s and $\eta_{UM} = 1 \times 10^{21}$ Pa s. (See Fig. S6 for the differences in melt history). Error bars for the open circle and diamond are $\pm 4$ Gt/yr, based upon scatter in the filtering methods that were tested in the course of the IMBIE. The blue star is placed at (41) recommended ‘stiff’ Earth structure model, and the red star, near the structure model advocated by (39) based upon global inversions. The two new optimum models are discussed in the text of this SOM. (Adapted from (32)).

Fig. S8 presents a summary of the two most widely employed model corrections (ICE-5G and IJ05). (32) noted how large these corrections were: about 140-180 Gt/yr and 90-110 Gt/yr, for the two models, respectively. The implied variance is at a level of 150 Gt/yr, clearly a disturbingly large source of GRACE-uncertainty for determining Antarctic ice mass balance. (31) suggested a reduction of the GRACE GIA-correction in the first report of spatially comprehensive GPS vertical trends, without dealing with any model adjustment.

The mass rate correction in Fig. S8 shows that the level of variance is a sensitive function of the lower mantle viscosity parameter (horizontal-axis) for ICE-5G, but less so for IJ05. This can be explained by the differences in size of the two models: ICE-5G is approximately 1.75 times more massive in total continent-to-ocean mass transfer, and therefore, deformation penetrates deeper into the solid earth (also see (102)), well below the 670 km seismic discontinuity that marks the boundary between upper and lower mantle. The ICE-5G model melt-water expulsion is about 2.4 times greater than that in the revised R2 version of the IJ05 model. The later model exhibits even less sensitivity to
lower mantle viscosity than past models. Nonetheless, predictions from the revised model are highly sensitive to upper mantle structure. The GPS data, even with relatively poor spatial sampling, are therefore crucial to further reducing the uncertainty in the GIA correction.

Comparison of the IJ05 and ICE-5G mass rate corrections (at the star-values in Fig. S8) to the optimum IJ05_R2 (open circle) and W12a (diamond) values reveals that corrections are reduced by about 95-100 Gt/yr, when compared to ICE-5G and 45-50 Gt/yr when compared to IJ05.

It is important to inspect the plan-view maps of the spatial pattern and amplitude of the predicted GIA corrections as a direct comparison to the GRACE trend determined using monthly CSR-RL04 over the 9-year GRACE observing period: 2003-2011. The maps give an indication of how large, and in what regions, the GIA corrections may corrupt interpretation of the GRACE signal. Fig. S9 shows the solved-for trend using least squares fitting to linear, constant off-set, annual, semi-annual, two prominent tidal aliasing amplitudes (K2, S2) and phases in the spherical harmonic coefficient domain. The GRACE time series is 9 years long, so we can include the diurnal K1 tide that has an aliasing period near 7.7 years. However, this is dangerously close to the cycle itself and results here are given with the shorter (2.6 year) periodicity removed. To obtain a ‘GIA-corrected’ map of secular ice mass loss observed by GRACE, the corrections (frames S9 b or c) should simply be subtracted from frame (a).

Figure S9. Water-height equivalent (WHE) trend in mm/yr from GRACE time-series (a), and GPS-unconstrained (b) and GPS-well-constrained GIA-trends (c). Here the GRACE data use a kernel and rescaling approach as described by (149) and time-series coefficient spectral analysis as described by (73). Each map has trends that are smoothed with a Gaussian radius, $\lambda_G = 300$ km. Note the differences in colour scales between (a), (b) and (c).

The smaller amplitude GPS-constrained (see box in Fig. S7) GIA of IJ05_R2 (frame S9c) reflects the fact that the new, data-constrained, corrections are less than half the raw uncorrected trend everywhere in East Antarctica, and, more generally, are between 1/10th and 1/5th the GRACE trend amplitude. In the interior of East Antarctica the GRACE GIA-correction is small and negative (~ -1 mm/yr), while in West Antarctica the largest GRACE GIA-corrections coincide with the largest model uplift in space, and vary between 3-9 mm/yr water-height equivalent (WHE). These corrective rates are roughly a 1/3rd of the peak-amplitudes of the original IJ05 model, which was not constrained by GPS data. In Fig. S10 the WHE rates for the lower (L), ‘best’ (B) and upper (U)
bounding W12a model runs are shown, filtered exactly the same way as in Fig. S9. Here the differences between IJ05_R2 and W12a are notable, and they reflect the different assumptions that have gone into dealing with the IHD paleo-reconstruction data, and the intermediate step used in W12a where the RSL data sets are used to tune the Earth model. The ‘L’ and ‘U’ W12a solutions are those that produce the smallest and largest positive peak in WHE rate, respectively, and yet satisfy the data constraints employed in the models (to within their errors). W12a run ‘B’ refers to that model run best satisfying all these data. The contrast in amplitude and spatial configuration of the negative depressions of WHE values in central East Antarctica (in red) in Figure S10a-c is important, for here there are few constraints on the models. Finally, it is important to point out that none of the new models reported here incorporated any GRACE data in their development, unlike the procedure used in (73) for the Antarctic Peninsula.

Figure S10. WHE trend in mm/yr from W12a models runs of (35). Each map is treated in precisely the same manner as in Fig. S8.

The regional data-assimilating AIS ice models used here, including the M11 model (Fig. S6), have a total volume equivalent to sea-level low-stand at LGM reduced by 10 meters in comparison to ICE-5G. Both ICE-5G and the ANU models are tuned to a value of low-stand at 21 ka of near -123 meters, relative to present-day. While the errors of global LGM low-stand lie roughly between, ±2 meters to ±10 meters (e.g., (152)), the AIS reduction of 10 meters causes concern over how to close the global mass budget required by the low-stand observations. It remains to be seen how this question will be resolved.

§5. Radar Altimetry Methods

We use satellite radar altimeter observations to determine changes in the mass of the EAIS and the WAIS, following methods established in previous studies (4,11,15,49,50,52,53,74). We do not present radar altimeter observations of the GrIS or the APIS, because the typical scale of outlet glaciers in these regions is small in comparison to the size of the pulse-limited altimeter footprint, which leads to significantly reduced data volumes in the ice marginal regions. Time-series of surface elevation change are developed at crossing points of the satellite orbit ground tracks using dual cycle crossovers. The elevation data are corrected for the lag of the leading
edge tracker, and for variations in dry atmospheric mass, water vapour, the ionosphere, ocean loading tides and surface scattering. The IJ05_R2 model is used to correct for the effects of GIA, a correction that is, on average, a small (∼7 %) fraction of the observed elevation change. The difference between using this model and the W12a model amounts to ∼4 Gt/yr, which is small compared to the total Antarctic mass signal. Time-series of elevation differences derived from the ERS-1, ERS-2, and Envisat satellite radar altimeters are cross-calibrated and merged to form a single time-series spanning the period 1992-2011. The conversion from volume to mass change can be performed using either an external model of fluctuations in the firn layer thickness (e.g. 29, 51) or by using a prescribed model of the density at which elevation changes occur (eg. 4, 52). In the case of radar altimetry, the latter approach is employed because the observations are relatively insensitive to fluctuations in surface mass balance due to penetration of the radar signal into the firn pack and, in consequence, models of firn layer fluctuations are not well correlated with the observed elevation changes. In practise, it has not yet proved possible to separate, in the observed elevation change, annual cycles due to density fluctuations from residual variations due to signal penetration into the firn.

In total, 46.5 million individual satellite radar altimeter elevation measurements are included in this analysis, encompassing 74 and 76 % of the EAIS and WAIS, respectively. The vast majority (92 %) of the un-surveyed region lies south of the latitudinal limit of the radar altimeter coverage, where little or no signal of mass change is believed to occur. The remainder is located in regions of steep terrain, including the Transantarctic Mountains and the ice sheet margin. Although there are large signals of mass loss in some coastal regions of Antarctica, our survey extends to, on average, 8.8 km of the ice sheet margin, and even closer (2-4 km) in the WAIS, where the majority of mass losses are known to occur. In a previous study (52), we estimated the potential scale of mass changes in these two main areas of omission. Based on a consideration of the mass changes in adjacent areas, we estimated the mass balance of the coastal and central ice sheet omission regions to be -10 and +7 Gt yr⁻¹, respectively, signals that are small in comparison to both the estimated ice sheet mass imbalance and its uncertainty, and also offset one another. In this study, we do not make such an estimate, because the coastal region - the area of greatest concern - includes considerably more data due to the use of additional reference cycles, and the improved tracking of the Envisat radar altimeter. Instead, we scale the observed signal of mass imbalance within each glaciological drainage basin in proportion to the unobserved area, to provide an estimate of the total mass imbalance of the EAIS and WAIS that is consistent with approaches employed elsewhere.

To estimate the uncertainty of the ice sheet mass trends, we treat the estimated variability of snowfall and the elevation trend variability as equivalent sources of uncertainty. In practise, this leads to estimated uncertainties that are larger for small regions, because the uncertainty of snow accumulation and the variance of elevation trends are proportionally greater. In keeping with other partial surveys of ice sheet mass balance (e.g. (14,18,55,57)), and with our own previous studies (e.g. (52)), we scale the estimated uncertainty of mass imbalance within each glaciological drainage basin in proportion to the unobserved area, to provide an estimate of the uncertainty associated with the mass imbalance in the regions of omission.
A complete explanation of the radar altimeter data processing scheme, and the geophysical corrections applied, can be found in previous studies, and the references therein (e.g. (11, 49, 50, 52, 74)). Here, we provide a detailed discussion of three key aspects of this processing scheme that are of particular relevance to the present study. In section S5.1, we describe the method employed to cross-calibrate the various satellite altimeter records. In section S5.2, we describe the model used to estimate the density of ice sheet elevation fluctuations. In section S5.3, we describe the method employed to estimate the ice sheet mass balance uncertainty associated with uncertainties in SMB (which we do not model).

§5.1 Cross Calibration of Satellite Sensors

In order to combine elevation change measurements acquired by multiple satellite sensors, it is necessary to identify the relationship between the systematic errors of the satellites, so as to account for any inter-campaign bias inherent in the complete elevation time-series. We achieve this cross-calibration by calculating inter-satellite elevation biases occurring during periods of mission overlap. Specifically, we assume that the systematic error in the satellite measurement is constant in time, but may be spatially dependent. Taking Envisat as our reference satellite, we estimate the relative bias of ERS-1 and ERS-2 at each grid cell, according to the availability of coincident data at that grid cell. If the time-series of the two satellites overlap, then the bias is set to the mean difference between the overlapping data. If there is no overlapping data, then we fit a model (functional form $a + b \cdot t + c \cdot \sin(2\pi t + d)$, $t$ denotes time) to the data acquired by each sensor during the overlap period, and estimate the bias as the mean difference between the modelled elevation changes. Where there is no valid data during the overlap period we make no estimate of inter-campaign bias. The uncertainty associated with the cross-calibration of the various satellite altimeter sensors is included in our estimate of the overall uncertainty of the altimeter-derived rates of ice sheet mass balance.

§5.2 Density model

For an ice column, the thickness rate equals the mass imbalance divided by the density at which the thickness change occurs. However, because the near surface is composed of snow densifying under its own weight, an accumulation fluctuation will appear in the thickness rate with an effective density that lies between that of snow and ice, and that depends on the time scale of the fluctuation. Estimating the density of observed ice sheet elevation fluctuations is an important step in the process of estimating ice sheet mass imbalance, and different approaches to the conversion have been taken. In the case of satellite radar altimetry, the conversion to mass has been performed using a prescribed density model, and by allowing for temporal fluctuations in snowfall as a separate term in the mass imbalance uncertainty (52) (see section S5.3). In the ice interior, decadal and century-scale fluctuations will occur with densities close to those of snow and ice, respectively (153). Here, we use this two-scale approximation, updated to account for an improved understanding of the locus of ice dynamical imbalance. Although elevation signals associated with fluctuations in surface mass balance and ice dynamical imbalance may offset one another, we account for this by increasing the uncertainty of the overall mass balance due to observed variations in surface mass balance (see Section 5.3). We assign firn and ice densities of 400 and 900 kg m$^{-3}$, respectively, and we develop an objective classification to discriminate between
elevation fluctuations occurring at each density. The aim of this classification is to reproduce the key signals of ice mass imbalance that are known to be driving sustained patterns of elevation change across the AIS. In West Antarctica, we assume that regions experiencing sustained and significant rates of elevation change of magnitude exceeding an empirically-determined cut-off rate are dynamic in origin, and are therefore occurring at the density of ice. Elsewhere, including the remaining regions of West Antarctica and all of East Antarctica, we assume that elevation changes are caused by surface mass balance fluctuations alone, and we therefore assigned a density of snow to these signals in our mass loss calculation.

The spatial distribution and sensitivity of the density model are illustrated in Fig. S11. An absolute cut-off elevation rate of 7.5 cm yr\(^{-1}\) was chosen as a value that best identifies the areas of known dynamical imbalance, as revealed using a wide range of geophysical techniques (e.g. \((11,77,154)\)). These major signals of ice dynamical imbalance are marginal ice sheet thinning along the Amundsen and Bellingshausen Seas, and ice sheet thickening inland of the Siple Coast. Although the density model performs well in isolating these signals, in practise the resulting estimated WAIS mass imbalance is only weakly sensitive to the cut-off rate, and the range of potential mass imbalance solutions falls well within the uncertainty range determined from systematic errors and estimated fluctuations in SMB (see section S5.3).

Figure S11. (left) Discrimination between elevation fluctuations occurring at the density of ice (dark grey) and snow (light grey) as determined using a model of density based on an absolute elevation rate cut-off of 7.5 cm yr\(^{-1}\). White areas indicate regions outside the altimeter region of coverage. (right) Sensitivity of observed WAIS mass imbalance as a function of the cut-off rate used to define the density model (black line), plus estimated mass imbalance uncertainty (grey). Density model cutoffs equal to zero and one correspond to the cases where the observed elevation fluctuations are assumed to all occur at the density of ice and snow, respectively. In practise, only a narrow range of cut-off rates (between 0.5 and 0.10 m yr\(^{-1}\)) lead to density models that identify the known signals of ice dynamical imbalance.
§5.3 Surface Mass Balance

Surface elevation changes occur when the accumulation rate departs from the long-term mean. Over the period of the satellite survey, surface mass balance fluctuations may therefore contribute to estimates of secular mass trends. We account for this effect by following the approach of our previous studies (e.g. (49)). We do not attempt to model these variations, because the elevation and modelled accumulation fluctuations are not always well matched or in phase (52). Possible reasons for this mismatch include residual variations in the radar altimeter observations due to signal penetration into the firn, and uncertainties in model predictions of SMB temporal variability. Instead, we treat the accumulation fluctuations as an additional source of uncertainty in our estimates of mass trends, and we estimate their magnitude from ice core records and model estimates of regional accumulation rates (49).

According to an analysis of in-situ observations (49), the 5-year variability of Antarctic accumulation fluctuations falls in the range 3 to 19% of the long-term mean accumulation rate (MAR); published data include values of 3, 11, 14, 15, 17, and 19%, respectively (155-160). We use these observed fluctuations, which are three to four times larger than the 5-year variability of snow accumulation rates derived from regional climate models (<5%, according to the analysis presented in §3), as the basis or estimating the uncertainty in ice sheet mass balance associated with un-modelled SMB. Taking a conservative value from the variability of ice core records, we estimate that the 5-year variability in snow accumulation ($\sigma_{\text{SMB5}}$) is 15% of the MAR, and we assume that the temporal variability of the associated elevation fluctuation is therefore

$$\sim \sigma_{\text{SMB5}} \frac{\text{MAR}}{\rho_{\text{snow}}} \left(\frac{\sqrt{5}}{N}\right)$$

where $\rho_{\text{snow}}$ is the density of snow and $N$ is the period of the fluctuation, in years. Over a region that is large in comparison with the correlation scale, the spatial variability of snow accumulation fluctuations is

$$\sim \sigma_{\text{SMB5}} \frac{\sqrt{\text{MAR}^2}}{\rho_{\text{snow}}} \left(\frac{\sqrt{5}}{\sqrt{n}}\right),$$

where $\text{MAR}^2$ is the area average of $\text{MAR}^2$. The temporal variability of an area average of elevation rate is

$$\sim \sigma_{\text{SMB5}} \frac{\sqrt{\text{MAR}^2}}{n} \frac{1}{\rho_{\text{snow}}} \left(\frac{\sqrt{5}}{\sqrt{n}}\right),$$

where $n$ is the effective number of independent values of $\text{MAR}$ within the region, and we take $n \sim A/200^2 \pi$, where $A$ is the area in square kilometres and if $n < 1$ we set it equal to unity. Finally, in this study, we use a regional atmospheric climate model (26) to estimate the MAR within areas of interest, including individual glacier drainage basins, drainage sectors, and ice sheet regions. Using this approach, the 19-year variability of elevation changes associated with surface mass balance fluctuations is estimated to be 0.41 and 2.26 cm yr$^{-1}$ for the EAIS and WAIS, respectively.

§ 6. Laser Altimetry Methods

The analysis of ICESat data was performed independently by four different groups: Louise Sørensen and René Forsberg (SF) at the Technical University of Denmark, Hamish Pritchard (HP) at the British Antarctic Survey, Donghui Yi and Jay Zwally (YZ) at NASA Goddard Space Flight Center, and Benjamin Smith (BS) at the University of Washington. Each group used a variant of along-track processing to derive elevation-change rates from the ICESat data. For all of the groups, along-track processing of ICESat data gave a set of point estimates of the elevation rate, located along the satellite
ground tracks. Each group interpolated between these point measurements to form a regular grid of elevation-rate estimates, and integrated these grids over the sectors to give volume-change estimates. The details of each group’s processing are described below. The conversion from volume to mass change can be performed using either an external model of fluctuations in the firn layer thickness (e.g. 29, 51) or by using a prescribed model of the density at which elevation changes occur (e.g. 4, 52). In the case of laser altimetry, the former approach is employed because the observations are highly sensitive to fluctuations in surface mass balance as the laser signal is scattered from the firn/air interface. Because of this sensitivity, it is important to make an explicit correction for the effects of fluctuations in surface mass balance.

§ 6.1 GIA correction

For Antarctica, all groups’ elevation-change rates were corrected for post-glacial rebound using the W12a and IJ05_R2 GIA models. The difference between these models for the final result in Antarctica comes to around 4 Gt/yr, which is small compared to the total Antarctic mass signal, so only the W12a result is included in the final tally. For Greenland, SF used ICE-5G, while YZ used a combination of three models (110), but since in each case the correction was smaller than 1 Gt/yr, the difference between these and the preferred IMBIE models is not important.

§ 6.2 Bias correction

SF, HP, and BS each corrected the elevation data for an apparent bias in the ICESat elevations obtained by comparing ICESat’s elevations with sea level at latitudes equatorward of 66 degrees, using only data for which no receiver saturation was detected (i.e. the saturation correction was zero). The corrections were updated between releases of the ICESat data (e.g. 32), but were calculated by the same group using similar techniques (Tim Urban, personal communication). The corrections applied by HP to ICESat release 428 data over Antarctica differ slightly from those calculated for the more recent releases (431 and 633) used by SF and BS respectively. Table S5 gives the two sets of corrections that the groups subtracted from the surface-elevation values. Subtracting this correction from the data yields elevations relative to sea level, but sea level was rising during this period by approximately 0.3 cm/yr, so each group then added 0.3 cm/yr to their elevation rates, giving an estimate of the volume change of the ice sheet itself. Including the correction for sea-level change, the trend in the correction is approximately 0.65 cm/yr, equivalent to around 73 Gt/yr for Antarctica.

The groups were not unanimous in their judgment that such a bias represents a valid correction to the data; YZ felt otherwise, and did not apply it. Discussions within the ICESat community have resulted in a statement indicating that residual biases exist in the data but the magnitude of this correction is not well known (http://nsidc.org/data/icesat/pdf/inter-campaign_bias_notice_v1.pdf). The error in the composite mass-change rate is approximately equal to the magnitude difference between the corrected and uncorrected volume-change rates, so treating the disagreement between the groups over this issue as an error results in approximately 40% larger errors in the composite elevation-change rate.
Table S5. Bias estimates for ICESat elevations relative to ocean-surface elevation for release 633 (T. Urban, personal communication) and 428 data (161).

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Release 633 bias (cm)</th>
<th>RMS (cm)</th>
<th>Release 428 bias (cm)</th>
<th>RMS (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>-6.8</td>
<td>1.4</td>
<td>-7.4</td>
<td>1</td>
</tr>
<tr>
<td>2b</td>
<td>-5.2</td>
<td>1.4</td>
<td>-5.7</td>
<td>1</td>
</tr>
<tr>
<td>2c</td>
<td>0.6</td>
<td>5.3</td>
<td>-2.3</td>
<td>2</td>
</tr>
<tr>
<td>3a</td>
<td>-3.8</td>
<td>0.9</td>
<td>-2.2</td>
<td>1</td>
</tr>
<tr>
<td>3b</td>
<td>-3.4</td>
<td>1.1</td>
<td>-3.3</td>
<td>1</td>
</tr>
<tr>
<td>3c</td>
<td>-0.1</td>
<td>1.5</td>
<td>-0.2</td>
<td>1</td>
</tr>
<tr>
<td>3d</td>
<td>-0.3</td>
<td>0.9</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>3e</td>
<td>-0.2</td>
<td>0.7</td>
<td>-0.1</td>
<td>1</td>
</tr>
<tr>
<td>3f</td>
<td>-0.9</td>
<td>1.1</td>
<td>-1.2</td>
<td>1</td>
</tr>
<tr>
<td>3g</td>
<td>1.3</td>
<td>0.7</td>
<td>1.4</td>
<td>1</td>
</tr>
<tr>
<td>3h</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>3i</td>
<td>-0.5</td>
<td>0.9</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>3j</td>
<td>-1.4</td>
<td>1.3</td>
<td>-1.7</td>
<td>1</td>
</tr>
<tr>
<td>3k</td>
<td>-0.4</td>
<td>1.4</td>
<td>0.4</td>
<td>2</td>
</tr>
<tr>
<td>2d</td>
<td>1.6</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2e</td>
<td>5.2</td>
<td>4.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2f</td>
<td>-1.1</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

§ 6.3 Volume-to-mass conversion

To convert these volume-change estimates to mass-change estimates, the groups used firn-column models, forced either by temperature and accumulation estimates based on atmospheric reanalysis modelling (29) or on remotely-sensed surface temperature estimates and accumulation variations as a function of temperature (48,51). For Antarctica, SF, HP, and BS used a reanalysis-driven firn column model. Six-hourly estimates of snowfall, sublimation, melt, rain and surface temperature derived from RACMO2 were used to drive a firn densification model over the AIS (29,161). This one-dimensional model calculates spatial and temporal variations in firn layer temperature, depth and mass at high vertical and horizontal resolution (~5 cm and ~27 km, respectively), allowing for melt-water penetration, retention, refreezing and delayed runoff. The primary application of these data is to adjust satellite laser altimeter observations for the effects of short-term fluctuations in firn thickness. The linear trend between the beginning and end of the period has been subtracted from the data for each grid cell, so the measurements give a detrended anomaly to the longer-term firn-column height variation. BS subtracted the firn-column thickness estimate from each of the surface height data before calculating the elevation rates, HP and SF subtracted the mean rate of firn-column-thickness change from the elevation-rate trends for each ice-sheet sector. Subtracting the firn-thickness anomaly in this way gives estimates of the elevation rate for a constant accumulation rate equivalent to the 1979-2011 mean, at the density of
To produce mass-rate estimates comparable to GRACE results, each group multiplied their volume-change rates by the density of ice, and added RACMO mass-balance anomaly rates to obtain a mass-balance rate for each sector. The errors in the firn-thickness change estimates are based on spatial bias errors provided with the model, and a worst-case estimate of the temporal variation error derived by assuming that the error was equal to the total annual mass-balance variability between 1979 and 2011 for each region, and assuming that the measured mass-balance variation came from an average of five independent samples from this distribution. The errors are then a quadratic sum of the spatial and temporal error estimates.

For Greenland, SF used a novel firn-compaction model (109) driven by the HIRHAM5 regional climate model (162).

For both Antarctica and Greenland, YZ used a firn model with a physical formulation similar to that used by the other groups, but instead of using reanalysis data, they provided accumulation and temperature estimates to their model based on AVHRR (Advanced Very High Resolution Radiometer) surface-temperature estimates, estimating the precipitation anomaly based on an assumed correlation between temperature anomalies and precipitation anomalies (51). Their formulation allows separation of compaction changes driven by accumulation and temperature variation, so they did not perform separate steps of subtracting and adding anomalies as did the other groups.

§ 6.4 BS volume-change estimates

BS produced mass-balance estimates for WAIS and EAIS. He used release 633 ICESat data, obtained from the National Snow and Ice Data Center. To remove distorted returns and returns excessively affected by cloud cover, he applied a set of editing criteria that remove around 20% of returns from each campaign based on the parameters describing the shape and amplitude of the returned surface pulse: returns were accepted only if the apparent surface reflectance was greater than a specified minimum, and if the shape of the returned pulse matched a Gaussian fit to within a specified maximum (Table S6).

BS calculated elevation rates for short (340-meter) segments of the repeat track using a multiple-regression model that solves for the least-squares estimate of the surface slope and elevation-change rate (163). For each segment, this yielded a slope estimate, an elevation-rate estimate, an error estimate, and an RMS misfit between the regression and the data. He rejected elevation-rate estimates for which:

- fewer than five repeat measurements were available
- the RMS misfit was greater than 10 m
- the surface slope estimate was larger than 5 degrees
- the elevation error rate estimate was greater than 2 m/yr
- the available data did not span the time period between June 1 2004 and September 1 2007.

He then picked a representative subsample of these estimates by selecting the estimate with the median elevation rate for each 10x10 km grid cell on the grounded ice in Antarctica, and interpolated between these median points to a 1-km grid using an inverse-distance-weighting scheme, then smoothed and subsampled this 1-km grid to the 5-km IMBIE reference grid. His reported elevation-rate values are calculated based on the IMBIE grid.
<table>
<thead>
<tr>
<th>Campaign</th>
<th>Minimum uncorrected reflectance</th>
<th>Maximum fit variance (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>0.0375</td>
<td>0.0375</td>
</tr>
<tr>
<td>2b</td>
<td>0.0125</td>
<td>0.03</td>
</tr>
<tr>
<td>2c</td>
<td>0.0125</td>
<td>0.02</td>
</tr>
<tr>
<td>3a</td>
<td>0.0375</td>
<td>0.04</td>
</tr>
<tr>
<td>3b</td>
<td>0.0375</td>
<td>0.038</td>
</tr>
<tr>
<td>3c</td>
<td>0.025</td>
<td>0.0425</td>
</tr>
<tr>
<td>3d</td>
<td>0.025</td>
<td>0.0225</td>
</tr>
<tr>
<td>3e</td>
<td>0.025</td>
<td>0.035</td>
</tr>
<tr>
<td>3f</td>
<td>0.025</td>
<td>0.0275</td>
</tr>
<tr>
<td>3g</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>3h</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>3i</td>
<td>0.05</td>
<td>0.0275</td>
</tr>
<tr>
<td>3j</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>3k</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>2d</td>
<td>0.025</td>
<td>0.02</td>
</tr>
<tr>
<td>2e</td>
<td>0.1</td>
<td>0.02</td>
</tr>
<tr>
<td>2f</td>
<td>0.075</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**§ 6.5 HP volume-change estimates**

HP produced a mass-balance estimate for WAIS. He used ICESat GLA12 Release-428 data corrected for saturation and intercampaign bias ([161](#)), excluded cloud-affected data using waveform parameters ([163](#)) and calculated along-track elevation rate using an established method that employs linear interpolation between parallel, repeated satellite passes ([77](#)). He filtered out elevation rates that differed by more than 0.75 times the interquartile range from the median over a radius of 25 km from each point and produced a smoothed, 5 km grid of the mean ([77](#)). He interpolated a continuous elevation-change field from these data using inverse distance weighting, and integrated this to calculate \( \frac{dV}{dt} \) estimates.

**§ 6.6 SF volume-change estimates**

SF produced mass-rate estimates for all four major ice-sheet divisions. They used release 431 ICESat data, and followed methods described in ([109](#)). They selected data points using a fixed maximum on the waveform fitting fit parameter (IceSvar) of 0.04 V, and rejected waveforms with multiple peaks. They fitted the ICESat data using the same multiple-regression technique as BS ([163](#)), but included sinusoidal terms to take into account seasonal elevation variations. They used a collocation algorithm to map the data to the IMBIE grid, using weights based on the formal errors on the \( \frac{dH}{dt} \) estimates and a suite of correlation lengths determined from the data, where the weights on the \( \frac{dH}{dt} \)
point estimates for each grid point decreased with the distance between the dH/dt point and the grid point and with the variance of the dH/dt estimate. They derived volume-change error estimates from the fit formal errors and from the range of gridded dV/dt estimates obtained using different correlation lengths.

§ 6.7 YZ volume-change estimates

Like SF, YZ produced mass-rate estimates for all four divisions. They used release 633 data for Antarctica, and release 428 data for Greenland. They calculated elevation rates on 1-km segments along track, using a quadratic surface-height variation in the along-track direction to account for local surface-slope variability when adequate data were available, otherwise using a linear fit (110). For each 50x50 km subset of the ice sheet they calculated gridded elevation rates using ordinary kriging, and calculated regional averages from the 50-km cell averages after weighting each cell by the fraction of its area falling within the ice sheet. Antarctic volume rates are corrected for GIA using W12a Greenland rates by a weighted average of three models. Although the Greenland correction did not use one of the preferred IMBIE models, the magnitude of the correction (~ 1 Gt/yr) is small compared to model errors. YZ corrected all Greenland (release 431) data for estimated bias changes by subtracting an estimate of Arctic-ocean freeboard (110), but made no correction to the Antarctic (release 633) data. Their supplied error estimates include formal errors in dV/dt, and estimates of the contributions of GIA and firn compaction that are based on a fraction of the magnitude of these signals, as described in (110).

§ 6.8 Results

§ 6.8.1 Volume-change estimates

Table S7 gives the volume-change estimates for the four groups for Antarctica and Greenland. These rates represent the most basic interpretation of the data, with no corrections applied for firn or mass-balance variability. Despite this, there is a large spread in the volume-rate estimates, particularly for West Antarctica, which is not well reflected in the error estimates. With the exception of that from SF, the error estimates represent formal errors on the dH/dt solution integrated spatially, and thus do not include a realistic assessment of the error due to poor sampling of spatial variations in dH/dt. Likewise, different data-editing strategies between the groups produce different spatial coverage of measurements, which are not adequately represented by the formal errors. Last, there are important differences between the techniques employed by the different groups, two of which might have generated large differences in rates obtained: First, YZ did not apply a bias correction used by the other three groups and HP used an earlier version of the bias correction than that used by SF and BS. Second, HP used a triangulation approach to compare repeat tracks, which is different from the regression approach employed by the other three groups. YZ’s choice should result in more positive elevation rates, as is reflected in their totals, but the expected effect of HP’s choice of processing is not easily understood, although a point-for-point comparison of WAIS elevation rates with those calculated by BS using identical data showed only small systematic differences. We have chosen not to include the spread between methods in our final error estimate, in part because there is no clear way to understand the expected distribution of this error, but we note that the spread between volume-change estimates is
comparable to the final error once the uncertainty in firn and mass-balance corrections are included. For this reason, including the standard deviation in the volume-change estimates (~13 Gt/year for EAIS, ~17 Gt/yr for WAIS) as a sampling error in the mass-change estimates would increase the total mass-change error by only 2-3 Gt/yr in each case.

Table S7. Volume-change rate estimates (in km$^3$/yr) based on spatial integrals of interpolated ICESat elevation rates. YZ do not provide a volume-change estimate for Greenland, but provide a dM/dt estimate.

<table>
<thead>
<tr>
<th>Contributor</th>
<th>EAIS</th>
<th>WAIS</th>
<th>APIS</th>
<th>AIS</th>
<th>GrIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>78 ± 15</td>
<td>-29 ± 8</td>
<td>-29 ± 15</td>
<td>20 ± 23</td>
<td>-189 ± 20</td>
</tr>
<tr>
<td>HP</td>
<td></td>
<td>-7 ± 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>63 ± 27</td>
<td>-50 ± 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YZ</td>
<td>94 ± 12</td>
<td>-15 ± 3</td>
<td>-27 ± 3</td>
<td>52 ± 12</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>78 ± 19</td>
<td>-25 ± 7</td>
<td>-28 ± 11</td>
<td></td>
<td>-189 ± 20</td>
</tr>
<tr>
<td>Spread</td>
<td>31</td>
<td>43</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

§ 6.8.2 Mass-change estimates

Table S8 gives the mass-change estimates based on the volume-change estimates and the volume-to-mass conversions. Mass-change error estimates for each group were calculated as the quadratic sum of each group’s volume-change estimate and the estimated error in the compaction and mass-anomaly corrections obtained from the RACMO2 model.

Table S8. Mass-rate estimates based on volume-change estimates, firn-model-change estimates, and mass-balance change estimates.

<table>
<thead>
<tr>
<th>Contributor</th>
<th>EAIS</th>
<th>WAIS</th>
<th>APIS</th>
<th>AIS</th>
<th>GrIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>118 ± 56</td>
<td>-79 ± 39</td>
<td>-33 ± 21</td>
<td>6 ± 72</td>
<td>-197 ± 23</td>
</tr>
<tr>
<td>HP</td>
<td></td>
<td>-52 ± 39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>123 ± 60</td>
<td>-95 ± 39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YZ</td>
<td>86 ± 55</td>
<td>-13 ± 39</td>
<td>-24 ± 15</td>
<td>49 ± 69</td>
<td>-185 ± 8</td>
</tr>
<tr>
<td>Mean</td>
<td>109 ± 57</td>
<td>-60 ± 39</td>
<td>-28 ± 18</td>
<td>21 ± 71</td>
<td>-186 ± 24</td>
</tr>
<tr>
<td>Spread</td>
<td>36</td>
<td>82</td>
<td>9</td>
<td>44</td>
<td>12</td>
</tr>
</tbody>
</table>

The different solutions for this calculation introduce additional spread between the estimates, but the error estimates also increase. Nonetheless, the error estimates for the different techniques are not sufficient to encompass the spread between them, which suggests that the error estimates for laser altimetry carried out in this way are, broadly speaking, too small.
§ 7. IOM Methods

In this section, we provide details on the IOM calculations for Greenland and Antarctica. In the IOM method, total mass balance for each basin is calculated as the difference between the total surface mass balance within the drainage basin minus ice discharge at the exit flux gate of the basin, hence mass balance is positive if the mass input (surface mass balance) exceeds the mass output (ice discharge), and vice versa. The drainage basins, surface mass balance data and uncertainties are discussed in other sections. Ice discharge is calculated across each flux gate by combining ice thickness and ice velocity data. Here, we describe the flux gates, ice thickness data and ice velocity data employed in our calculations. Results from neighbouring basins are combined together to provide estimates of the total mass balance for the four ice sheet regions discussed in this article (Tables S9 and S10).

§ 7.1. Flux gates

In Antarctica, ice flux gates are located at the grounding line, which is where the ice detaches from the bed and becomes afloat in the ocean. This transition boundary is mapped with a horizontal precision better than 100m using differential satellite radar interferometry (DInSAR) over the vast majority of the continent (164). For tidewater glaciers or places where ice does not form a floating section, the grounding line coincides with the ice front position, which is extracted from a digital mosaic of Antarctica using MODIS data (165). In Greenland, the flux gates are located upstream of the grounding line along flight lines where ice thickness was measured using airborne radio echo sounding (166,167).

§ 7.2. Ice thickness data

In Greenland, we use ice thickness data from radio echo sounding collected by NASA’s Mission Operation IceBridge (OIB) and earlier airborne missions flown by NASA (166). In Antarctica, we use OIB data (167, 168), BEDMAP data (169) and estimates of ice thickness from altimetry assuming hydrostatic equilibrium of ice (170). Ice thickness is known with a precision of 10 m from radio echo sounding and 80 m from hydrostatic equilibrium (55).

§ 7.3. Ice velocity data

Ice velocity is measured using satellite radar interferometry (63,85,171) and effectively corresponds to the velocity of the ice surface assuming surface parallel flow. We make no correction to translate surface velocity into a depth-averaged velocity because on fast moving glaciers, i.e. speed > 50-100 m/yr, ice speed is almost entirely due to basal sliding. The error is less than 1 percent and is compensated for by the fact that in Greenland most of our velocity measurements are from the winter season, where ice speed is on average 2 percent slower than the annual average speed (18). In Antarctica, seasonal variations in speed are negligible. Ice velocity measured with InSAR uses data collected 24 to 46 days apart, and hence corresponds to a monthly-time-scale average with no tidal signal or hourly fluctuations in speed (e.g. 63).
§ 7.4. Ice discharge

In Antarctica, ice discharge is calculated from ice velocity and ice thickness in all areas for which ice thickness is known (Table S9). In areas where ice thickness is not known, ice discharge is assumed to be equal to the total surface mass balance of the basin averaged for the years 1979-2010, i.e. these areas are assumed to contribute zero mass gain for the period 1979-2010 and their ice discharge is assumed to be constant during the entire time period.

In Greenland, we use the same procedure as in (18) to deduce grounding line ice discharge from the mass discharge at the flux gates (Table S10). First, we calculate a reference grounding line ice discharge, for a reference year 1996 or 2000, by correcting the mass discharge on that reference year at the flux gate for the average surface mass balance of the glacier for the years 1961-1990 in the area between the flux gate and the grounding line. On subsequent years, the grounding ice discharge is deduced from the reference ice discharge by correcting for changes in glacier speed (via a percentage) and changes in glacier thickness at the grounding line (via a percentage). The change in glacier speed is calculated as a percentage change in ice speed at the glacier front with respect to the reference year.

Changes in glacier thickness are deduced from multi-date altimetry measurements of the ice surface and are expressed as a percentage change in glacier thickness at the ice front (56). The change in glacier thickness is only significant for glaciers that are thinning rapidly, i.e. at rates > 10 m/yr. For Greenland glaciers and basins with no thickness data (Table S10), we assume that ice discharge is constant and equal to the average surface mass balance for (the balance) years 1961-1990. Estimates of ice discharge that are available at relatively sparse time intervals, when ice thickness or velocity data are updated, are linearly interpolated to provide a continuous dataset.

Table S9. List of glacier names in each region of Antarctica. Gl. = glacier; I.S. = ice stream. In some regions, names were chosen based on a coastline, a major glacier, hills or mountains, but the names are non official. Area in square kilometre lists the size of each drainage basin. The table indicates the year of availability of ice surface observations from 1992-2011 (yellow colour if data is available, no colour otherwise) and the source of the ice thickness data: 1) OIB or BEDMAP data; 2) (170) ice shelf thickness map; or 3) no ice thickness available, in which case ice discharge is equal to the average surface mass balance for the years 1979-2011. See additional Excel Spreadsheet: Tables_S1_S3_S9_S10.

Table S10. List of glacier names in each region of Greenland. Gl. = glacier; I.S. = ice stream. In some regions, names were chosen based on a coastline, a major glacier, hills or mountains, but the names are non official. Area in square kilometre lists the size of each drainage basin. The table indicates the year of availability of ice surface observations from 1992-2011 (yellow colour if data is available, no colour otherwise) and the source of the ice thickness data: 1) OIB or 2) no thickness available, in which case ice discharge is equal to the average surface mass balance for the years 1961-1990. See additional Excel Spreadsheet: Tables_S1_S3_S9_S10.
§ 8 GRACE Methods

The GRACE estimates given in the main text were computed from results provided by six separate groups: Valentina Barletta and Rene Forsberg (BF) from the National Space Institute at the Technical University of Denmark; Martin Horwath (H) from Technische Universitaet Munchen; Scott Luthcke (L) from Goddard Space Flight Center; Ernst Schrama (S) from the Delft University of Technology; Isabella Velicogna (V) from the University of California at Irvine; and John Wahr (W) from the University of Colorado. Each group provided monthly time series, apart from L who provided 10-day time series, as well as secular trend values with uncertainties, for each of the five regions (GrIS, AIS, WAIS, EAIS, APIS). In each case, trends were provided for two time spans: Jan, 03 – Dec, 10, and Oct, 03 – Dec, 08. For GrIS and AIS, results were also provided for Jan, 05 – Dec, 10. For each region, the final GRACE time series shown in the main text was computed as the arithmetic average of the 6 individual time series. The final GRACE trends were computed as the arithmetic average of the six individual trends, and the uncertainty interval for each trend was computed as the arithmetic average of the six uncertainty intervals.

Each group computed their time series values, as well as their trends and uncertainties, in their own way. Starting points for each group’s approach can be found in (172,173) for BF; (105) for H; (68,72) for L; (84) for S; and (76,82) for V and for W. Some groups (BF, L, S) used a mascon approach, while some (H, V, W) used averaging kernels. Most groups used the Release-4 spherical harmonic gravity coefficients produced by the Center for Space Research (CSR) at the University of Texas, although L used his own independent analysis of GRACE Level-1 data. The groups using CSR fields modified the standard Release-4 fields by replacing the CSR/GFZ/JPL Release-4 ocean model correction, with the improved ocean model correction developed for Release-5. L used the Release-4 ocean model correction. BF, H, S, V, and W replaced the CSR $C_{20}$ coefficient with $C_{20}$ coefficients deduced from satellite laser ranging. L’s analysis method, which involves fitting mascon amplitudes directly to Level-1 GRACE data, does not explicitly generate spherical harmonic coefficients, and so the issue of whether to replace $C_{20}$ coefficients does not arise. All groups augmented their results by including contributions from degree-one coefficients provided by Sean Swenson. Those coefficients are used to translate the coordinate system so that its origin is at the geometric center of the Earth’s surface.

The GRACE estimates can be contaminated by gravity signals unrelated to the present-day mass balance of the ice sheets and each GRACE group either corrected for, or evaluated the uncertainties from some or all of those signals. Contamination can be separated into (1) signals from regions above (the atmosphere) or below (the solid Earth) the ice sheet for which probably the only significant solid Earth contamination comes from GIA and (2) signals originating from locations on the Earth’s surface external to the ice sheets. Sources of contamination from (2) include the storage of liquid water and snow on land outside the ice sheets, and ocean signals not already included in the standard GRACE ocean model correction. Mass loss from the small ice caps directly peripheral to the ice sheets was not removed, but was included as part of the GRACE ice sheet estimates. Atmospheric corrections are made during Level-1 processing using atmospheric fields. There are errors in those atmospheric fields that could be contributing
to the notable short-period scatter in the AIS and EAIS time series. But, when the atmospheric corrections are added back to the GRACE fields and the results are averaged over entire ice sheets, there is little impact on the derived trends. So it is unlikely that errors in those corrections would have a significant impact on the estimated ice-sheet-wide trends, either.

The importance of contamination from signals on the Earth’s surface external to the ice sheets, depends on the analysis method. Groups that deemed it necessary to correct for external land water/snow contamination, applied corrections based on the GLDAS/Noah land surface model (174). For the ocean, the principal ocean signal not already included in the standard Release-4 and Release-5 CSR/GFZ/JPL ocean corrections, is the global addition or subtraction of water from the ocean (the ocean models used to correct GRACE are mass-conserving), due to changes in land water/snow/ice from outside the ice sheets, and from the ice sheets themselves. Some groups included this ocean mass signal by adding/subtracting a uniform water layer to/from the oceans each month, while some distributed the extra water in a manner consistent with the self-consistent sea level equation (175). To estimate the total water volume added to the oceans, groups used GLDAS/Noah to compute globally integrated land water variability from outside the ice sheets, and used their own GRACE ice sheet estimates to find the water added to the ocean from Antarctica and Greenland. Contamination from GIA was considered by all groups, no matter what analysis method they used. Although GIA contamination is not a serious problem for Greenland, it is arguably the largest source of uncertainty for Antarctica – and for East Antarctica, in particular. For Greenland, all participants combined results based on three ice deglaciation models: (1) Simpson et al (176), model denoted here as “Simpson”, (2) Fleming and Lambeck, (38) denoted here as “ANU”, and (3) Peltier (39) denoted here as “ICE-5G”. For Antarctica, all participants used GIA models from Whitehouse et al., (35) denoted here as W12a, Ivins et al., denoted here as IJ05_R2, and Peltier (39) which is the same “ICE-5G” model used for Greenland. A description of how these ice deglaciation models were used to determine GRACE and altimeter corrections is provided in §4. GRACE results based on W12a and IJ05_R2 were combined to generate mass balances of the AIS, EAIS, WAIS, and APIS as reported in the main text. GRACE results based on ICE-5G were not used for those estimates, see the main text and §4 for a discussion of this point. However, separate mass balance estimates for the AIS, EAIS, WAIS, and APIS based solely on ICE-5G were computed by each group, and the results are provided and discussed below.

Each participant was faced with the problem of how to combine results computed using different GIA models. Most of the GIA models listed above were actually provided in several versions, corresponding to different solid Earth structural models (i.e. different viscosity profiles and lithospheric thicknesses; some compressible and some incompressible). For every region, each participant found, say, a W12a result, by computing a GRACE value for every version of the W12a model. Those values were combined to construct a single W12a time series and trend, usually by splitting the difference between the maximum and minimum of the different W12a GRACE values. Results for each of the other GIA models were found similarly. Combined Antarctic results for W12a and IJ05_R2 were found by taking the arithmetic average of the separate W12a and IJ05_R2 results. And the arithmetic average of the Simpson, ICE-5G, and
ANU results was used for Greenland. Methods for finding the GIA-related contributions to the trend uncertainties varied between groups. In most cases, the half-width of the uncertainty interval was taken as one half of the difference between the maximum and the minimum of all GIA-corrected GRACE values, as computed for all versions of each model used to construct the trend.

GRACE time series results for each region are shown in Fig. S12. In each panel, the coloured lines are the results from the different groups, and the black line is the arithmetic average of those results. The groups did not compute uncertainties for their time series values, so there is no uncertainty associated with the average. For all Antarctic regions, time series results are given after combining only the W12a and IJ05_R2 GIA models (not ICE-5G). For Greenland, the time series were computed by combining results for the Simpson, ICE-5G, and ANU GIA models. Note the good agreement between the results for the individual groups, particularly for Greenland and West Antarctica.

Figure S12. Monthly times series for each of the five regions. The coloured lines show the results from each individual GRACE group. The black lines show the average of those individual results.

Fig. S13 shows trends and their uncertainties for each region, for Oct, 03 – Dec, 08 and Jan, 03 – Dec, 10. Results for GrIS and AIS are also given for Jan, 05 – Dec, 10. Although each group’s trends were computed by fitting to their time series values, methods for computing those trends varied. All groups fit seasonal terms simultaneously with a trend. Some groups elected to also include other terms (e.g. quadratic functions of time) in their fits. Because each group’s trend uncertainties included contributions from
things besides just formal errors, those uncertainties can not be inferred from the scatter in their time series. That, plus the fact that different groups elected to fit different time-dependent functions when solving for their trends, is why each group supplied trends with uncertainties, in addition to time series values. Despite the processing differences for all involved groups we conclude that for every region, the results agree with the average GRACE estimate, to within their respective uncertainties.

Figure S13. Trends, with uncertainties, for each of the five regions. The coloured lines show the results from each individual GRACE group. The black lines are the average of those individual results. The mid-point of the average is the average of the individual mid-points; and the width of the average uncertainty interval is the average of the individual uncertainty interval widths. Each panel shows trends for different time intervals (Jan, 03 – Dec, 10 and Oct, 03 – Dec, 08 for all regions; and Jan, 05 – Dec, 10 for GrIS and AIS). Greenland results combining the Simpson, ICE-5G, and ANU GIA models. Each Antarctic region shows results for two GIA corrections: (1) the combination of W12a and IJ05_R2, and (2) ICE-5G. The main text lists results only for the W12a & IJ05_R2 correction, and only for Jan, 03 – Dec, 08.

Casual readers of previously published GRACE studies may have formed the opinion that GRACE ice sheet results are heavily dependent on the analysis scheme used, and so should be regarded with some scepticism. While it is true that some of the issues that need to be addressed when processing GRACE gravity fields were not universally appreciated right away, most of the early published discrepancies were between studies that considered different time spans. Since, early-on, all those time spans were short, the best-fitting trends tended to be quite sensitive to variability that was not truly secular, which acted to increase the dependence on the time span. In the present study, a variety
of processing schemes have been used, but all have been applied to the same time span, and as Fig. S13 shows, the agreement is excellent.

Table S11 summarizes the GRACE average trends shown in Fig. S13. The main text uses results based on the W12a & IJ05_R2 GIA models, and for the Oct, 03 – Dec, 08 time period. Note that the use of ICE-5G, instead of the W12a & IJ05_R2 combination, increases the AIS mass loss by ~80 Gt/yr. The majority of that extra mass loss (~60 Gt/yr) occurs in the EAIS. The differences for WAIS and APIS are relatively minor. For the GrIS, the use of any one of the three GIA models alone (i.e. Simpson, ICE-5G, ANU) gives about the same trend.

Table S11. Shows final GRACE trend results, together with their uncertainties, for each region. Each trend is the arithmetic average of the trend from each GRACE group, and the width of each uncertainty interval is the arithmetic average of the uncertainty intervals from each group. Results are shown for different time spans; and, in the case of Antarctic regions, for different GIA corrections.

<table>
<thead>
<tr>
<th>Region</th>
<th>GIA model</th>
<th>Jan, 03 – Dec, 10 Gt/yr</th>
<th>Oct, 03 – Dec, 08 Gt/yr</th>
<th>Jan, 05 – Dec, 10 Gt/yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>GrIS</td>
<td>Simpson &amp; ICE-5G &amp; ANU</td>
<td>-230 ± 27</td>
<td>-228 ± 30</td>
<td>-244 ± 28</td>
</tr>
<tr>
<td>AIS</td>
<td>W12a &amp; IJ05_R2</td>
<td>-81 ± 33</td>
<td>-57 ± 50</td>
<td>-106 ± 39</td>
</tr>
<tr>
<td>AIS</td>
<td>ICE-5G</td>
<td>-160 ± 34</td>
<td>-137± 49</td>
<td>-184 ± 40</td>
</tr>
<tr>
<td>EAIS</td>
<td>W12a &amp; IJ05_R2</td>
<td>+56 ± 38</td>
<td>+35 ± 40</td>
<td>-</td>
</tr>
<tr>
<td>EAIS</td>
<td>ICE-5G</td>
<td>-3 ± 33</td>
<td>-24± 35</td>
<td>-</td>
</tr>
<tr>
<td>WAIS</td>
<td>W12a &amp; IJ05_R2</td>
<td>-107 ± 27</td>
<td>-68 ± 23</td>
<td>-</td>
</tr>
<tr>
<td>WAIS</td>
<td>ICE-5G</td>
<td>-123 ± 22</td>
<td>-84± 18</td>
<td>-</td>
</tr>
<tr>
<td>APIS</td>
<td>W12a &amp; IJ05_R2</td>
<td>-29 ± 12</td>
<td>-21 ± 14</td>
<td>-</td>
</tr>
<tr>
<td>APIS</td>
<td>ICE-5G</td>
<td>-34 ± 11</td>
<td>-26± 14</td>
<td>-</td>
</tr>
</tbody>
</table>
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